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A B S T R A C T

The aim of this work is to perform Monte Carlo simulations of a proton pencil beam scanning machine, char-
acterise the low-dose envelope of scanned proton beams and assess the differences between various approx-
imations for nozzle geometry. Measurements and Monte Carlo simulations were carried out in order to describe
the dose distribution of a proton pencil beam in water for energies between 100 and 220MeV. Dose distributions
were simulated by using a Geant4 Monte Carlo platform (TOPAS), and were measured in water using a two-
dimensional ion chamber array detector. The beam source in air was adjusted for each configuration. Double
Gaussian parameterisation was proposed for definition of the beam source model in order to improve simulations
starting at the nozzle exit. Absolute dose distributions and field size factors were measured and compared with
simulations. The influence of the high-density components present in the treatment nozzle was also investigated
by analysis of proton phase spaces at the nozzle exit. An excellent agreement was observed between experi-
mental dose distributions and simulations for energies higher than 160MeV. However, minor differences were
observed between 100 and 160MeV, suggesting poorer modelling of the beam when the full treatment head was
not taken into account. We found that the first ionisation chamber was the main cause of the tail component
observed for low proton beam energies. In this work, various parameterisations of proton sources were proposed,
thereby allowing reproduction of the low-dose envelope of proton beams and excellent agreement with mea-
sured data.

1. Introduction

The pencil beam scanning (PBS) technique consists of magnetically
scanning pencil beams over a target volume, with the possibility of
adjusting the position, energy, and fluence of the beams. As proton
therapy is now part of routine clinical practice in a large number of
institutions, considerable research has recently focussed on the devel-
opment and improvement of dose calculation algorithms and simula-
tion codes [1–3]. The very promising results demonstrated using full
Monte Carlo (MC) codes encouraged us to evaluate these techniques for
dose calculations in proton therapy, for commissioning and quality
assurance of beam delivery and for research purposes, starting with the
passive scattering technique [4,5]. As a pencil beam scanning proton
therapy unit has recently been commissioned for clinical usage at our
facility, we modelled and simulated the beam delivery system,

including the nozzle with all beamline elements and magnetic steering.
The ability of MC methods to accurately model proton therapy treat-
ments based on full simulations of the entire treatment head, as well as
parameterised proton sources at the treatment head exit has been ex-
tensively investigated by several teams [6–11]. Indeed, one of the
challenges for MC simulation is to decrease the computer calculation
time, while maintaining reliable calculations. As the relatively few
nozzle elements do not always have a major influence on the beam
characteristics in PBS, one can choose between the use of simplified
simulations starting at the nozzle exit and simulations with complete
transportation of the beam through all components. In any case, mod-
elling of beam source parameters is usually obtained by using a set of
measurements performed around the isocentre of the treatment room,
which may correspond to the measurements required by treatment
planning systems. In clinically relevant energy particle beams
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(60–250MeV) and individual pencil beams, the lateral dose distribution
may be described by a core that consists of primary protons, laterally
surrounded by a low-dose envelope. This tail is due to large-angle
scattered particles produced by nuclear interactions or large-angle
Coulomb scattering of primary particles. As reported by [4] and [12],
the low-dose envelope in air, related to scattering of protons in a multi-
wire profile monitor, is more significant for low-energy beams and
therefore depends on the design of the beamline components. [13]
studied the two-dimensional spot profiles for two different nozzles
(universal nozzle equipped with double scattering and pencil beam
scanning, or PBS-dedicated nozzle) and reported a slight increase of the
low-dose envelope in air for the universal nozzle. As described by many
groups, secondary particles produced in matter are also significant
contributors to the low-dose envelope, particularly for clinically re-
levant energy beams: many analytical approximations or fitting pro-
cedures have been described to determine the extent of the beam halo
for treatment planning systems. For protons, the lateral dose profile of a
pencil beam in water is typically modelled as several superimposed
functions fitted with measured or simulated data. A first component
(generally a single or double-Gaussian function) describes the fluence in
air and the Coulomb multiple scattering of primary particles, while the
functional form of the beam nuclear halo can be described by the ad-
dition of one or two other Gaussian distributions [14–17] or a modified
Cauchy-Lorentz function [18,19]. [20] and [21] also discussed and put
in perspective the impact on dose calculations of using an increased
complexity for beam modelling. A detailed description of the various
components that constitute the dose distribution of a pencil beam has
recently been proposed [22], together with an accurate comparison
between measurements and MC simulations with Geant4 for a 177MeV
proton beam in water [23]. Excellent agreement was obtained between
simulations and measurements, justifying the use of Geant4 and its
nuclear models for PBS calculations.

The aim of this work was therefore to:

- Assess the differences between simulation of the entire treatment
nozzle geometry and parameterisation of the beam at the treatment
nozzle exit.

- Characterise the low-dose envelope of scanned proton beams.
- Perform Monte Carlo simulation of our proton pencil beam scanning
machine, and benchmark the results of simulation with measured
data obtained during commissioning of the system.

Measurements and Monte Carlo simulations were therefore carried

out to model the dose distribution of proton pencil beams in water.
Dose distributions were simulated using a widespread Geant4-based
Monte Carlo platform and measured in a water tank using a commercial
two-dimensional ion chamber array detector (MatriXX, Ion Beam
Applications (IBA) Dosimetry) and a Bragg peak chamber. Simulations
and measurements were compared for a wide range of energies, paying
particular attention to the low-dose envelope area of the pencil beams.

2. Materials and methods

2.1. Monte Carlo simulations

A MC simulation code based on Geant4 toolkit was parameterised
and benchmarked in this study, as simulations of an IBA system in beam
scanning mode were already proposed with this code, albeit with slight
differences in methodology. Two parameterisations of proton source
were compared, with various approximations for nozzle geometry (a
simulation of the entire treatment nozzle geometry, and a para-
meterisation of the beam at the treatment nozzle exit). The toolkit was
TOPAS (TOolkit for PArticle Simulation, [24], v3.1.p2 with
Geant4.10.03p01), a software environment that allows simulation of
full particle therapy systems, which is tailored to proton therapy ap-
plications. TOPAS has already been used to model and simulate the
Massachusetts General Hospital (MGH) full treatment head in beam
scanning mode [10]. Since our gantry is very similar to that installed at
MGH, we updated the geometry of the delivery system in TOPAS to the
IBA gantry installed at our institution. All elements composing the
nozzle (particularly the vacuum window (VW) located 290 cm from the
isocentre, the first and second ionisation chambers (IC) located 283 and
116 cm upstream from the isocentre, the scanning magnets (SM) lo-
cated 193 and 233 cm upstream from the isocentre, the movable jaws
(MJ), and the snout (SN)) were taken into account according to the
manufacturer’s blueprints and technical data. Fig. 1 shows the beam
line used for PBS as built in TOPAS. The distances between the iso-
centre, the monitor chamber, the scanning magnets and the vacuum
window were adjusted to our nozzle geometry. The geometrical models
for the two ionisation chambers were also accurately adjusted. The first
chamber (IC1) at nozzle entrance consists of parallel electrodes, hor-
izontal and vertical tungsten wires (25 μm diameter), a mylar foil
coated with both sided Aluminum, and two kapton windows. This
chamber monitors the beam spot size and shape. The second segmented
transmission chamber (IC2), contains two independent components
with mylar foils coated with both sided Aluminum strips, monitors the

Fig. 1. ICPO proton beam line used for pencil beam
scanning as built in TOPAS. Shown are (1) the exit
window, (2) first ion chamber, (3)-(4) scanning
magnets, (5) second ion chamber, (6–7) snout holder
and snout, (8) water tank (the isocentre is located at
the surface of the water tank). The source planes
where the beam source models were parameterised
for the two nozzle geometries (nozzle entrance and
nozzle exit) are also indicated.
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beam position and uniformity and determines the beam output factor.
The “emittance” source type was used with “BiGaussian” distribu-

tion name, providing a way of sampling particles’ position (σX and σY)
and momentum direction (σX’ and σY’) on a plane (Gaussian distribu-
tions were assumed for the position and momentum direction), as well
as the specification of a correlation factor between σX and σX’, and σY
and σY’. As the coefficient of correlation is positive for a defocusing
beam and negative for a focusing beam, the source parameters were
optimised with negative correlation values for the simulations starting
at the nozzle entrance (to mimic the focusing effect of the quadrupoles)
and positive values for the simulations starting at the nozzle exit.
Manual optimisation of width of the Gaussian distributions were per-
formed in order to obtain a good agreement between measurements and
simulated data, and to reproduce the overall beam emittance. The
source planes where the beam source model was parameterised for the
two nozzle geometries were located 290 cm and 50 cm from the iso-
centre for simulations starting at the nozzle entrance and nozzle exit
respectively (see Fig. 1). For beam steering, we adopted the method
described by [6] and used uniform magnetic fields within the scanning
magnets (with “classical 4th order Runge-Kutta” stepping algorithm),
while omitting the quadrupole magnets. The TOPAS simulations were
run with a physics list composed of seven modules: “tsem-standard opt3
WVI”, “g4h-phy QGSP BIC HP”, “g4decay”, “g4ion-binarycascade”,
“g4h-elastic HP”, “g4stopping”, “g4radioactivedecay”, as already pro-
posed for proton therapy [25]. Ionisation potentials of 80 eV for water
and 85.7 eV for air, respectively, were employed. Cuts for all particle
productions were set to 0.05mm and the dose scoring grid resolution
was 1× 1×1mm3. In all simulations, the parameters for the
minimum and maximum EM range were set to 100 eV and 230MeV, the
number of bins per decade for stopping power and lambda bins were set
to 100. All other parameters used default options and a total of 1x108

proton histories per pencil beam were simulated for each setup. The
average computation time was ranging between 153 h and 320 h on a
single CPU depending on the beam energy and geometry configuration
(a factor of two was found between the full nozzle and nozzle exit si-
mulations). The simulations were run on a multiprocessor Linux cluster
of 128 CPUs.

2.2. Measurements and source parameters adjustments

In our facility, we use a 230MeV proton cyclotron (IBA, Belgium),
delivering the beam to a universal nozzle-equipped gantry and two
fixed horizontal beamlines. In the context of PBS commissioning for our
treatment planning system (TPS), beam data library measurements
were performed for a wide range of energies and geometries around the
isocentre of the treatment room. Pencil beams or spots are defined as
elementary quasi-monoenergetic proton beams with a small size
Gaussian-like shape, typically with standard deviations (σ) of a few
millimetres. Among the experimental data, integral depth-dose profiles
(IDD) and spot sizes in air (σx,y corresponding to the standard deviation
of the Gaussian primary beam in x or y axes) at five distances around
the isocentre (from −20 to +20 cm) were measured. The IDDs were
measured with a Bragg Peak Chamber (type 34070, PTW, diameter of
81.6 mm) in a water tank. The diameter of the detector was taken into
account in the simulations but the chamber was not simulated (we
scored the energy deposited in a 40.8mm radius cylindrical volume
placed in water with depth bin thickness of 0.5mm as described in
[26]). The spot sizes in air were measured using a two-dimensional
detector (scintillator screen with a LYNX CCD camera, Fimel,
0.5× 0.5 mm2 resolution) for energies between 100 and 226.9MeV in
5MeV steps, and were compared for two gantry angles (at 0° and 270°,
the latter being considered as the reference). As the pencil beam must
be as symmetrical as possible around the isocentre plane, beam asym-
metry is acceptable within the treatment volume, but can vary up-
stream and downstream to the isocentre. Two-dimensional elliptical
Gaussian functions were fitted to the measurements to obtain spot size

and momentum parameterisations. The orientation of the Gaussian
distribution and the resulting σx,y values for the spot sizes were ob-
tained by averaging the major and minor axes of the (rotated elliptical)
spots that do not always coincide with the x and y axes (Eqs. (1a) and
(1b)). For simplicity, we then neglected possible differences between σ x

and σ y, and the average of spot sizes in the x and y directions σ 1 was
used to adjust the MC source parameters to our beamline (see Eq. (1a)).
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where (x0,y0) are the coordinates of the pencil beam axis, σx,y or σ1
describes the lateral spread of the beam source.

In order to characterise the low-dose envelope at the sub-percent
level, the central and tail regions of the beam were obtained in air
around the isocenter by employing the pair/magnification technique
described in [27], which consists in merging two sets of images with
different exposure and saturation levels. The experimental data were
used to define the source description files of both MC simulations
(starting at the nozzle exit or with full nozzle modelling) after having
derived the useful beam parameters by linear interpolations or third-
order polynomial fitting (mean energy, energy spread, beam size in air,
divergence, and emittance). We followed the detailed procedures de-
scribed in [7,10], in particular with regard to the following points:

- the mean energy value E at the entrance of each simulation was
adjusted in the Monte Carlo codes in order to have the same range as
the measurement (defined at the distal 80% of the maximum dose
value).

- the energy spread was determined to obtain the best agreement
between measured and simulated peak widths and peak-to-plateau
ratio.

- the beam size in air (primary and secondary components) were
extrapolated at the entrance of each simulation (290 cm and 50 cm
from the isocentre for simulations starting at the nozzle entrance
and nozzle exit respectively).

- the beam emittance was set to half the beam size times the beam
divergence times π.

The MC simulations of our beamline were then benchmarked with
the measurements, and validated by comparing measured and simu-
lated spot sizes at the isocentre in air. Spot sizes in the presence of a
6.5 cm range shifter (a slab of PMMA material inserted in the beam path
to enable treatment in shallow depth) were measured and compared to
simulations for various air-gaps. To evaluate the dosimetric contribu-
tion of the low-dose envelope at the centre of large fields (comprising a
large number of pencil beams), field size factors (FSF) were also mea-
sured in water at several depths and energies for square fields ranging
from 2x2 to 10x10 cm2. The fields consisted of 64 to 1225 regularly
spaced (3mm) pencil beams, and the field size factors were defined as
the ratio of the dose at the centre of a given field to the dose at the
centre of the 10x10 cm2

field. The results were compared with MC si-
mulations in order to validate the model in the case of scanned fields.

2.3. Low-dose envelope characterisation

To study the relative impact of the high-density components present
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in the treatment nozzle and to derive the origin of the halo component
in air, four simulations (including the IBA nozzle and the air con-
tribution) were compared:

- with no ionisation chamber included in the IBA nozzle,
- with only the first ionisation chamber IC1 included in the IBA
nozzle,

- with only the second ionisation chamber IC2 included in the IBA
nozzle,

- with full nozzle geometry.

The TOPAS phase space scorer was used to compare the particle
properties at the nozzle exit between simplified and full geometry si-
mulations, in order to save the position, energy and momentum of the
particles constituting the pencil beam. The number of particles as a
function of their position along the lateral profile of the pencil beam, as
well as the energy spectrum and direction were stored for various
proton beam energies between 100 and 220MeV. The parameters of the
spots at the nozzle exit were compared with and without simulating the
chambers, and the parameters of an equivalent proton source located at
the end of the treatment head were then defined. As the fluence of the
pencil beam deviates from a single Gaussian function after the nozzle
exit, this last step was performed by approximating the source lateral
fluence distribution F as two superimposed symmetrical Gaussian
functions, expressed by Eq. (2). Optimisation of parameters was per-
formed using the Matlab® computing environment (Version R2018a,
Mathworks, Natik, MA) with a standard weighted Chi-square mini-
misation algorithm (Levenberg-Marquardt gradient method) in order to
get matching of spot profiles between the full nozzle and nozzle-exit
geometry simulations at the isocentre. To obtain the spread and weights
of the two distinct components after the nozzle exit, the first Gaussian
parameter σ 1 was estimated separately, and then used as starting point
during the optimisation process with other parameters set to 0 as a
start. We verified that different initial points would not have altered the
result of the fit.
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where (x0,y0) are the coordinates of the pencil beam axis, σ1,2 describes
the lateral spread of the beam source and (1-a2) and a2 are the weight of
the distinct components.

2D transversal dose distributions for single pencil beams in water
were subsequently measured using MatriXX with its water phantom and
electrometer (DigiPhant, IBA dosimetry), consisting of a matrix of 1020
chambers (0.032 cm3 collection volume, internal diameter 4.5 mm) in a
32×32 cm2 grid with 7.62mm centre-to-centre distance. 2D trans-
versal distributions were acquired with 1–5mm depth resolution
(adapted to the dose variations along the Bragg peak) and the same
number of monitor units at each depth (10 MU), and compared with
energy simulations between 100 and 220MeV in 20MeV steps. Lateral
profiles were compared using a 1mm distance to agreement (DTA)
criterion.

3. Results

3.1. Beam modelling

The proton entrance energy E was optimised to reproduce the ex-
perimentally determined range of the beam in water: a relation between
the energy at the nozzle entrance E and the energy at the nozzle exit E0
was then derived (Table 1a). The third-order polynomial used to de-
scribe the energy spread relationship is given in Table 1a. The best

energy spread values as a function of the initial energy are shown in
Fig. 2. Fig. 3 shows the comparison of integral Bragg peaks (IDDs)
obtained for several energies after fitting of the parameters with ex-
perimental data. The dose agreement between depth-dose measure-
ments in water and simulation data was within± 2% for both simu-
lations, taking into account the limited diameter of the chamber. The
mean point-to-point dose differences were 0.2, 0.8, 0.1%, and −0.6,
0.5, 0.1% for the nozzle exit and nozzle entrance conditions at 100,
160, and 220MeV, respectively.

Experimental spot sizes as a function of energy E0 (in MeV) for two
gantry angles (0° and 270°), at the nozzle exit and at the isocentre, are
represented in Fig. 4a. Error bars represent the differences between
major and minor axes of the spots. These differences range between 5%
at 100MeV and up to 9% at 220MeV. In addition, a spot size variation
at the isocentre less than 8% was also found between different gantry
angles. Beam properties are described in terms of spot positions (σX and
σY), beam momentum (σX′ and σY′), and energy spread (σE): the fitted
parameters of the third-order polynomial functions used to describe the
relationships between spot size and optical beam properties with en-
ergy are shown in Table 1 for both simulation codes. The mean de-
viation between simulated and calculated primary spot sizes at iso-
centre in air was 0.2 ± 0.07mm.

Fig. 4b and Table 1 shows the variation of experimental primary and
secondary spot sizes in air as a function of energy E0, as well as the
parameterisation of the long-tail measurement. Table 1b shows the
weight and spread of the first and second proton source distributions
(see Eq. (2)) for different beam energies, in air at the isocentre. Adding
a second Gaussian component with a wider standard deviation to the
pencil beam source improved the agreement between simulated and
experimental data in the low-dose envelope region up to the 0.01%
isodoses, for simulations starting after the nozzle exit.

Fig. 5 shows the variation of experimental and simulated spot sizes
along the beam axis for different positions of the RS (airgap=RS-to-
isocentre distance from 10 to 30 cm) and proton beam energies. The
simulated spot sizes closely matched those measured downstream of the
RS: the absolute point-to-point differences between experimental and
simulated spot size were within±0.3mm, with a mean ± standard
deviation difference of −0.05 ± 0.15mm.

3.2. Low-dose envelope characterisation

Fig. 6 presents the comparison of simulated and experimental data
for a perpendicularly incident pencil beam on a water phantom for
three different energies. Lateral profiles were compared for the two MC
models (starting at the nozzle exit or at the nozzle entrance, respec-
tively). As shown in Fig. 6, an excellent agreement was observed be-
tween the experimental dose profiles and the simulations starting from
the nozzle exit (within 1mm DTA over 4 orders of magnitude for lateral
dose profiles) for energies higher than 160MeV, as also observed in
[23] at 177MeV. However, minor differences were observed at
100MeV (66% and 93% of points pass the criteria of 1mm DTA for
dose levels as low as 0.01% and 0.1% of the central dose respectively),
suggesting poorer modelling of the beam halo for that range of energies
and in very low dose regions (< 0.1% dose level). The agreement be-
tween experimental and simulated data for simulation with the entire
nozzle geometry was also very good, particularly at low energies: the
DTA is within 1mm for all dose levels as low as 0.01%, precisely re-
produced for the whole range of energies.

Field size factor values were measured for three different beam
energies at several depths and were compared with MC simulations
(nozzle exit and full nozzle geometry): the results are presented in
Fig. 7, in which dose measurements and MC calculations are plotted
against depth, and FSF are plotted against field sizes ranging from 2x2
to 10x10 cm2. Very good agreement was observed between measured
and simulated FSFs for all energies and all field sizes: MC simulations
starting at the nozzle exit predicted the increase and dependency of FSF
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with field size and depth to within 1.5%, particularly at energies higher
than 160MeV. For field sizes larger than 3× 3 cm2, the agreement
between the two MC simulations was also similar, whereas, as expected,
the agreement with measurements for the smallest field size was
slightly better when full nozzle geometry was taken into account. At
100MeV and due to poorer modelling of the tail component, deviations
below 2.5% were observed between nozzle exit simulations and mea-
surements.

In order to characterise the low-dose envelope of individual pencil
beams after passing through the nozzle, the influence of the two ioni-
sation chambers (IC1 and IC2) on the beam energy spectrum, fluence
and scattering was investigated by analysing the proton phase spaces at
the isocentre. The results, presented in Fig. 8 for the fluence compar-
ison, indicate that the first ionisation chamber IC1 might be a sig-
nificant cause for the large-angle scattering and tail component ob-
served for the low proton pencil beam energies. Taking IC1 into account

(which contains tungsten wires) in the simulation improved the
agreement between simulated and measured data (in terms of dose and
fluence level) for voxels above the 0.01% values, whereas IC2 had a
lesser impact on spot size and halo extension.

4. Discussion and conclusions

In this paper, we present the modelling results of our proton pencil
beam scanning machine, largely based on characterisation of a proton
kernel model. MC simulations based on Geant4 were parameterised and
compared after various approximations for nozzle geometry, and de-
monstrated excellent agreement with measured data over the entire
energy range, in terms of spot size, and lateral and in-depth profiles in
water. However, due to variations of spot asymmetry or size fluctua-
tions with gantry angle, uncertainties persist concerning determination
of fitted parameters. The dosimetric consequences of pencil beam width
variations in pencil beam scanning have been discussed by [28] or [29],
and a 10% value for spot size deviation was shown to have small impact
on target coverage (using for example a 3mm-3% γ-index criteria). As
the beam was found to be cylindrically symmetrical to within a few
percent (our results are in broad agreement with the gantry angle de-
pendencies of the PBS beam assessed by [29]), the beam properties
were assumed to be symmetrical for the MC simulations in this study.
As the exact extent of the contribution of large scattering angles to the
pencil beam profile is not properly described by models and cannot be
assessed separately by measurements, we have described an experi-
mental set-up to characterise two-dimensional spot profiles, including
the non-Gaussian low-dose tails down to 0.01% of the central dose.
Whereas [23] used an experimental beamline to characterise the halo of
a 177MeV proton beam, we used a widely available clinical gantry and
compared simulations of the entire nozzle with relative dose measure-
ments in water for a wide range of energies.

Characterisation of the pencil beam profiles usually requires mea-
surements in air at several energies and distances around the isocentre
of the treatment room. Scintillating screens or Gafchromic films have an
excellent spatial resolution, are often used to measure in-air spot sizes,
and have been proved to be good detectors for the measurement of the
low-dose envelope of pencil beams [27]. In this study, we used a
scintillation detector for in-air sigma parameterisations, and ionisation

Table 1
(a) Polynomial functions of description files used for MC simulations with TOPAS Geant4 platform (beam parameters and at the nozzle entrance), for an IBA universal
pencil beam scanning nozzle (UN). (b) Proton beam source parameters at the nozzle exit of the IBA universal pencil beam scanning nozzle, approximated by two
Gaussian functions, at the isocentre, with σ 1, σ 2 and a2 the parameters of the distinct components of equation (2).

(a)

Source Description at the nozzle entrance

Spot size (mm) σx= σy= 7.5×10−5 E02− 9.3× 10−2 E0+ 19.6
Spot divergence (mrad) σx′= σy′=1.79×10−10 E03− 7.8× 10−8 E02− 9.2× 10−6 E0+4.8× 10−3

Spot correlation Rx=Ry= 2.1× 10−7 E03− 8.6×10−5 E02+ 1.2× 10−2 E0− 1.56
Energy spread (MeV) σE= -6.5× 10−7 E03+ 2.4× 10−4 E02− 0.024 E0+ 1.40
Entrance energy (MeV) E= 0.9991 E0+ 1.676

Source Description at the nozzle exit

Primary spot size (mm) σx= σy= 5.2×10−5 E02− 0.042 E0+ 9.2
Secondary spot size (mm) σx= σy= 5.4×10−6 E03− 0.0025 E02+ 0.291 E0+ 3.7
Primary spot divergence (mrad) σx′= σy′=−2×10−9 E03+ 1.14× 10−6 E02− 2.2× 10−4 E0+ 0.016
Secondary spot divergence (mrad) σx′= σy′=−1.6×10−9 E03+ 7.9× 10−6 E02− 1.3×10−3 E0+0.071
Spot correlation Rx=Ry= 1
Energy spread (MeV) σE=−6.5× 10−7 E03+2.4× 10−4 E02− 0.024 E0+1.40

(b)

Energy E0 σ1 (mm) σ2 (mm) σ1/σ2 a2 (%)

100 MeV 7.1 14.9 2.1 2.7
160 MeV 4.8 9.3 1.9 2.6
220 MeV 3.4 5.2 1.5 2.6

Fig. 2. Best energy spreads estimation (given in MeV) obtained with a 0.02MeV
step. The line represents a cubic polynomial fit as a function of the initial en-
ergy.
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Fig. 3. Measured data obtained during commissioning of the system, and comparisons with MC simulated IDDs in water for three energies (100, 160 and 220MeV)
after optimisation of the beam properties: (a) Comparison between measured data and MC starting at the nozzle exit (b) Comparison between measured data and full
nozzle geometry MC.

Fig. 4. (a) Variation of experimental primary spot sizes in air as a function of energy for two gantry angles (0° and 270°), at the nozzle exit and at the isocentre (b)
Variation of experimental primary and secondary spot sizes in air as a function of energy (270° gantry angle). The solid lines correspond to the fit (see Table 1).

Fig. 5. Comparison of experimentally measured spot sizes (open circles) with those obtained using the MC simulation (lines) for different airgaps and beam energies.
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chambers in water, thereby avoiding the potential under-response of
radiochromic films or scintillating screens related to quenching effects
for high linear energy transfers. The detector size effect is also fairly
small, particularly in the low-dose envelope area, where low dose-

gradients are expected.
The range of protons in matter is determined from the stopping

power ratio (SPR) of tissues relative to water, and one of the parameters
to compute the SPR is the average ionisation potential I. Latest

Fig. 6. Dose distribution of a proton pencil beam in water: comparisons of 1D lateral profiles (mid-range and near end of range, experimental data are indicated by
open circles) between MC calculations and measurements, for several energies (top figure) MC simulations starting at the nozzle exit (bottom figure) MC simulations
with full treatment head modelling.

Fig. 7. Simulated (solid/dotted lines) and measured (symbols) IDDs and field size factors on the central axis at various depths (50, 110 and 140mm at 100, 160 and
220MeV, respectively) for a proton beam in water.
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suggested value by ICRU publications for the ionisation potential for
water is 78 ± 2 eV [30], however there is no consensus on how to
establish reference value for the I values of tissues. The influence of the
uncertainty of the ionisation potential on the proton range has been
estimated by many authors: for example [31] estimated that a 10%
variation in the elemental I-values introduces a 1.4% variation of the
SPR computation. Various sets of stopping power data with I values for
air and water between 82.8 and 85.7 eV, and 67.2 and 80.8 eV re-
spectively were compared by [32], resulting in deviations of the order
of 1% in the plateau region. In this work, we arbitrary have chosen I
values lying within the limits of error quoted in ICRU, identical for all
simulations. Indeed, an absolute comparison of the simulated ranges
obtained with the various geometries was out of the scope of this study.
We decided to use a polynomial fit to calculate the energy required at
the entrance of each simulation to achieve the requested range in water
at the isocenter, which removes the possible differences in the peak
position between the models.

Our results are in broad agreement with previously reported data,
particularly in terms of spot size or shapes and field size factors
[9,13,16]. After having described an experimental method for de-
termination of the halo component, [26] proposed a modification of the
beam source model in MC simulations with a superimposition of
Gaussian distributions, thereby allowing reproduction of the low-dose
envelope without transporting the beam through the treatment nozzle.
With the difference that our results apply to a universal IBA pencil
beam scanning nozzle and to simulated data (full MC simulations of the
treatment head), the present work provides parameterisation of an
equivalent proton source located at the end of the treatment head. In-
terestingly, Table 1 shows that the weights and standard deviation ra-
tios between first and second components of beam source fluence re-
main very close as a function of energy. The impact of an improved MC
description of the lateral beam profiles on small or extended fields was
evaluated in this work, showing that, under certain conditions, large-
angle scattering of the beam depends on nozzle geometry and, in par-
ticular, originates from the first ionisation chamber high-density com-
ponents. Indeed these low water-equivalent thickness chambers are
composed of thin wires or foils (made of tungsten or aluminium) and
can slightly alter beam scattering. As treatment planning system input
data or kernel models for lateral and in-depth profiles can sometimes be
generated using MC simulation codes [21], accurate modelling of the
initial beam fluence or complete description of beamline geometry may
be necessary in some cases. For modelling out-of-field doses, a full si-
mulation of the nozzle may also be recommended as discussed in [9]. In

this work, we therefore have proposed various parameterisations of
equivalent proton sources, allowing reproduction of the halo compo-
nent of proton pencil beams and excellent agreement with measured
data over the entire energy range.
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