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Abstract—Monte Carlo simulations are extensively used in PET
to evaluate the accuracy with which PET images can yield reliable
estimates of parameters of interest. For such applications, the sim-
ulated images should be as realistic as possible so that conclusions
can be extrapolated to clinical PET images. In this work, we de-
scribe a method for introducing realistic modeling of radiotracer
heterogeneity into Monte Carlo simulations of patient PET scans.
The modeling of the complex physiological activity distribution in
healthy regions is directly based on real patient PET/CT images,
and realistic tumor shapes can be included into these regions. This
method represents a competitive alternative to the use of complex
anthropomorphic phantoms such as the XCAT, that require a xed
activity per structure. The method is extended to the simulation
of serial PET scans with tumor changes, as acquired in the con-
text of therapy monitoring, and this extension is validated using
a patient study. Using the proposed method, very realistic patient
PET images can be produced for evaluation purposes.In addition,
a strategy to efciently simulate many sets of pathological cases,
based on a unique background physiological activity distribution,
is described and carefully assessed using a numerical phantom.
The background activity is simulated only once, while tumors are
simulated separately. The data are then recombined in a specic
way so that the nal image has the same properties as images pro-
duced by simulating pathological and tumor activities at the same
time.

Index Terms—Monte Carlo (MC) simulation, patient moni-
toring, PET imaging, realistic simulation.

I. INTRODUCTION

M ONTE CARLO (MC) simulations of positron emission
tomography (PET) and single photon emission com-

puted tomography (SPECT) have been proven useful to eval-
uate corrections and quantication methods. For instance, they
have been used for the assessment of tumor segmentation [1],
partial volume effect correction [2], scatter correction [3], [4],
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lesion detection [5], [6], and motion correction [7], [8]. An ad-
vantage of using MC simulated data compared to clinical data is
the availability of the ground truth. The PET scanner response
can be modeled very accurately in MC codes. Therefore, the re-
alism of the simulated data now mostly depends on the model
of activity distribution.
In the context of PET tumor imaging, tumors are most often

simulated as spheres with uniform activity. Tumors have also
been more recently modeled by deriving their shapes from real
tumors observed in patients [1], [9], [10]. The activity distri-
bution within the tumor is either modeled as uniform (with or
without a necrotic region) [9], or as multiple isolevels of activity
[10].
Tumors are located in more or less sophisticated numerical

phantoms. The most sophisticated phantoms are based on real
clinical data, such as the Zubal phantom [11], or the XCAT
phantom [12]. The XCAT phantom makes it possible to model
cardiac and respiratory motions and can be customized to de-
scribe patient specic features. A recent review of computa-
tional anthropomorphic anatomical and physiological models
can be found in [13].
All these phantoms can be viewed as piecewise phantoms, in

which different organs or structures can be assigned different
types of tissues (“materials”) and different activity concentra-
tions. When using such phantoms, the activity concentration
to be assigned to each region has to be determined. Le Maitre
et al. in [10] modeled the activity distribution measured in a
specic patient by locally measuring activity concentration in
different regions of the patient PET scan. However, this pro-
cedure requires many manual operations and thus makes the
production of a large database impractical. Tomei et al. in [6]
measured many local activity concentrations in a large group of
clinical PET scans. They deduced a mean activity concentration
and an associated standard deviation per region and used them
to produce activity distributions inserted in the Zubal phantom
[11]. Using this approach, large databases can be produced but
nothing ensures that the combination of activity values set in the
different organs is realistic (for instance, it might not be realistic
if there is some systematic correlation between the uptake in
different organs). Finally, accurate modeling of heterogeneous
physiological uptake (like a gradually changing activity distri-
bution within the lungs) remains difcult with such phantoms.
Even if the latest XCAT versions include the ability to model
airways and blood vessels inside the lungs, it is extremely dif-
cult to know which activity concentration should be set in such
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TABLE I
LIST OF ACRONYMS

All non-standard acronyms used in the text are listed in this table in the
order of appearance.

small regions as they cannot be easily measured with current
PET scans. In any case, using such activity distributions may
lead to simulated images that can be distinguished from clinical
images, and using them for assessing performance in detection
or quantication tasks might yield misleading conclusions.
In SPECT, Pereira et al. [14] used patient data as the back-

ground physiological activity and then added simulated small
tumors (spheres) in the projection data. The same group later
used the same approach but simulating the background physio-
logical activity using the NCAT phantom [15], [16]. However,
they gave no detail on the methodology. They use the simulated
data for assessing lesion detection.
In this paper, we propose amethod to efciently simulate PET

images of patients with tumor(s), including realistic modeling of
heterogeneous physiological uptake in non-tumor regions based
on patient PET acquisitions. We also show how the method can
be extended to simulate serial PET scans for assessing quanti-
cation methods used in patient monitoring.

II. METHODS

Non-standard acronyms used in this paper are listed in
Table I.

A. Efcient Simulation of a Single PET Scan

In this work, we will focus on simulating realistic PET scans
including tumors. We rst introduce a general method that was
used to accelerate the simulations of many patient studies. This
method does not directly speed-up a specic simulation, but re-
duces the computational cost needed to perform a large series
of simulations, where minor changes, e.g. insertion of a tumor,
are made to the object. Considering the total physiological ac-
tivity in non-tumor regions and the activity inside tumors,
is much larger than . Given that the execution time of MC

simulations linearly depends on the total simulated activity, the
idea is to separate the simulation of and , and then to merge
the results. The simulation of (called the “healthy” part: HP)
is performed only once while many different cases of (called
the “tumor” part: TP) can be simulated and added to . In this
way, the required CPU execution time can be reduced.
1) Simulation Process: MC simulations require the deni-

tion of an attenuation map to model the propagation medium,
an activity map to model the activity distribution, and a scanner
model and associated acquisition parameters.

In this work, the GATE software (Geant4 Application for
Emission Tomography) [17] was used, together with the cti-
tious cross-section approach [18] for increased computational
efciency. The Philips GEMINI GXL PET scanner was mod-
eled. The coincidence sorter of GATEwas used and coincidence
events were stored in a list-mode format. The emission position
was recorded for each non-random detected coincidence. A de-
layed coincidence window was also used so that the simulated
coincidences could be corrected for randoms as performed in a
real scanner. When a multiple coincidence occurred (i.e., more
than two photons detectedwithin the coincidence timewindow),
only the coincidence involving the two photons with the highest
detected energies was kept (the others were discarded).
In our approach, the attenuation map of the HP is dened rst.

The attenuationmap of the TP is a modiedHP attenuationmap,
in which the current linear attenuation coefcient is replaced
by in the added tumor regions. The activity map of the
HP is dened as desired. The activity map of the TP is derived
based on the attenuation map of the TP, by setting activity con-
centration in non-tumor regions to 0, and in tumor regions to

(that remains uniform for a given tumor, but that can
differ from one tumor to another). The simulations of the HP
and the TP are performed separately.
2) Pre-Processing: All detected coincidences of the HP sim-

ulation whose emission position is within a tumor region of the
TP are removed. Prompt sinograms and and delayed sino-
grams and are derived from the list-mode les of the
HP and TP simulations respectively. Prompt coincidences are
the sum of true unscattered, true scattered and random coinci-
dences. Sinograms of scatter coincidences and are then es-
timated for HP and TP from the sinograms equal to the delayed
sinogram subtracted from the prompt sinogram. In this paper,
the convolution-subtraction scatter correction method [19] was
used, but other methods could be used instead. The sinograms
and of attenuation coefcient factors are calculated by for-

ward-projection of the attenuation maps at 511 keV of the HP
and the TP.
3) Reconstruction: With linear reconstruction algorithms

such as FBP, the data coming from HP and TP could be re-
constructed separately. The resulting images could then be
directly added to yield an image that would be identical to that
obtained from a simulation of the HP including tumors (apart
from statistical variations). For non-linear iterative algorithms
such as MLEM [20], the data from the HP and the TP have to
be pre-processed and combined to proceed to a single recon-
struction. Here, we used the OP-OSEM algorithm [21]:

(1)

where is the value of the reconstructed image voxel at it-
eration , is the system matrix element for voxel and
sinogram element (including only the geometric component
here), and , and are respectively the measured data, the
attenuation correction factor and the estimated accidental coin-
cidences (corrected for attenuation) in sinogram element . For
the attenuation correction factors , we chose to use the TP
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ones (i.e. ) including the tumor tissues. The data were then
combined using:

(2)

The prompt sinogram from the HP simulation is corrected for
the attenuation affecting HP (i.e. ) and then assigned the TP
attenuation (i.e. ). The resulting data are thus affected by the
attenuation factor , so that can be used as the attenuation
correction factors in (1). Finally, the accidental term was
estimated using:

(3)

where means that a negative value in the bracket termwas
set to zero. Negative values might indeed be found in the scatter
sinograms and as they result from a convolution of sino-
grams and that can contain negative values.
No normalization was introduced in the reconstruction for two
reasons. First, no crystal efciency correction was needed since
all crystals had exactly the same characteristics in our simula-
tions. Second, no geometric normalization (arc correction) was
needed as the direct geometric raw LORs were used instead of
interpolated sinograms [22].
4) Summary: The HP simulation is done once. If one wants

to simulate realistic PET scans, the HP can be derived directly
from the PET image of a real patient without lesions. Such an
image will mimic a real physiological activity distribution con-
taining physiological heterogeneity of tracer uptake in tissues
(although the physiological heterogeneity as seen in the patient
PET image might not perfectly reect the true heterogeneity,
due to noise, partial volume effect, or motion for instance). Dif-
ferent sets of tumors can be added in the real patient and sim-
ulated separately. The simulated data are nally combined to
produce different realistic images of a specic patient with var-
ious sets of tumors, in an efcient manner.

B. Simulation of Serial PET Scans
In this section, we introduce a method for including tumors

in serial PET simulations. The aim is to produce simulated data
in the context of therapy monitoring, with accurate modeling of
the tumor changes and of the evolution of physiological non-
tumoral activity.
For such simulations, successive scans of a “healthy”

subject are needed (attenuation and activity maps), in associ-
ation with predened tumor contours. For each scan of the
“healthy” subject, a region of the attenuation map covering
the region of interest (ROI) is used (Fig. 1). To minimize the
registration error resulting from the assumption of rigid trans-
formation, the region is split into sets of
less slices than region with an overlap between adjacent sets
(Fig. 1). For each set of the scan, a rigid transformation

consisting of a rotation matrix and a translation matrix
describing the transformation between set of the scan
and set of 1 scan is calculated by maximizing a correlation
criterion [23] using an ROI inside set (Fig. 1). Registering
any scan with respect to the 1 scan avoids any propagation
of registration error that could occur if scan was registered

Fig. 1. Illustration of the method to simulate serial scans. Real CT data from a
patient with no lesion in the lungs were used as the “healthy” subject to compute
the registration parameters and to derive the attenuation maps. Images show
coronal (A) and axial (B) views of the ROIs used for registration. In this ex-
ample, slices encompassed the lungs. overlapping sets of 20
slices ( , and ) covering these slices were used to estimate 3 rigid
transformations , and (consisting in a translation and a rotation), one
for each of the 3 regions between the 1 and the n scans. The ROIs used to
calculate the transformations in this example excluded the volume outside of
the rib cage. The set of slices in the 1 scan in which the tumor is best centered
axially is identied ( in the example). The tumor is then transferred from one
scan to another by calculating the displacement of each tumor voxel using the
corresponding registration parameters (here ).

with scan . Then an arbitrary tumor location is identied
in the rst scan of the “healthy” subject. First, the tumor
regions (corresponding to the same tumor in the acquisi-
tions) are “virtually” placed at this location in the rst scan,
from the biggest to the smallest. These placements obey two
constraints: 1. a tumor region must overlap as much as possible
all bigger tumor regions, 2. if several placements fulll this rst
constraint, one of these placements is chosen at random. The
“virtual” tumor region corresponding to acquisition is then
moved to the scan of the “healthy” subject by calculating
the displacement of each voxel belonging to the region using
the transformation matrix between the 1 and scans (from
), and then linearly interpolating its new position in the

voxels of this scan (Fig. 1). The same approach is repeated to
locate any tumor in the scans based on the rst scan used
for their “virtual” placement. Using this approach, any tumor
region in the scan is always realistically located with
respect to the corresponding tumor region present in the
scan. This tumor repositioning strategy is used to locate the
tumors in the attenuation and activity maps, and thus simulate
serial PET scans. The whole procedure is illustrated in Fig. 1.

III. ASSESSMENT OF THE PROPOSED METHODS

A. Simulation of a Single PET Scan
1) Numerical Phantom Study: Recombining HP and TP data

simulated separately might yield different results compared
to simulating directly a patient with tumors, due to possible
different random coincidences rates, multiple coincidences
rates, pile-up and dead-time effects (the latter was not taken
into account in this work). When data are simulated in different
attenuation media, the attenuation effect and the scatter distri-
bution also differ compared to those observed when performing
a single simulation. With this numerical phantom study, we
assessed the impact of recombining the simulated data as
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TABLE II
NUMERICAL PHANTOM PROPERTIES

Dimensions, activity ratios, attenuation materials and attenuation coefcient at 511 keV for the three regions of the numerical phantom.

Fig. 2. (A) Coronal, (B) axial and (C) sagittal views of the numerical phantom
including the sphere. The phantom consisted of 3 regions, , and . (D)
3D representation of the phantom.

described in Section II-A on the properties of the reconstructed
images (as opposed to sinograms).
We designed a simple numerical phantom (Fig. 2). The

phantom had an elliptical section and included a smaller
compartment with an elliptical section too. These two
compartments were invariant along the axial Z axis. A sphere
with varying radius was introduced in compartment to
mimic a lesion. The and volumes were centered in the
eld-of-view (FOV) but the sphere was 40 mm off-centered
along the X axis.
The numerical phantom was used to dene the attenua-

tion and activity maps. For the HP simulation, the numerical
phantom without the sphere was used, while for the TP, the
phantom included the sphere. Twenty-four simulations were
performed varying the sphere radius and the activity
ratio. Dimensions of regions and , activity ratio,
and , and attenuation coefcients were kept identical
for all simulations. The dimensions and activity ratios used
in the simulations are listed in Table II. The materials used
for each region and their associated attenuation coefcients at
511 keV are also shown in this table and were obtained from a
database of the National Institute of Standards and Technology
[24].
A sampling of voxels of was

used for both attenuation and activity maps. The phantom could
be scanned using a single bed position. In the HP simulation,
activity in regions and only was simulated: the sphere
corresponding to was removed and replaced by the “Lung”
material and activity concentration of . In the TP simulation,
only activity in was simulated using the whole attenuation
medium including the sphere. To mimic clinical conditions, the

activity in region in this study was set to 219 Bq per voxel
(i.e. 3423 Bq/ml) and the acquisition time was set to 2 min. All
prompt coincidences produced for each simulation were stored
in a list-mode format, with a tag identifying them as unscattered
trues, scattered trues or randoms.
To assess the accuracy of the proposedmergingmethod (PM),

the simulated data for each conguration (i.e. for each sphere ra-
dius and contrast) was compared to a gold-standard (GS). The
GS consisted in simulating the whole phantom containing ac-
tivity in , and , and for the same acquisition time (i.e.
2 min). The GS simulations were also compared to simulations
following our methodology but in which the HP was simulated
including “Soft Tissue” attenuationmaterial in region . These
simulations are called “merging only” (MO). In this way the at-
tenuation sinograms and were the same and we therefore
studied only the consequences of merging data that were sim-
ulated separately in the same medium. To thoroughly investi-
gate the consequences of the merging operation, the reconstruc-
tions were rst performed using only unscattered trues and then
using prompts. The reconstructions were performed using 10 it-
erations and 10 subsets. No post-smoothing was applied to the
reconstructed images. Several replicates were obtained
for each simulation by running it times, changing only the seed
of the pseudo-random numbers generator. For all simulations,
mean activity concentrations were measured within ROIs drawn
inside , and . These measurements were repeated using
all replicates giving a mean and a standard deviation asso-
ciated to the activity concentration in each region and for
each method: and for the proposed method,

and for the “merging only” simulations, and
and for the gold-standard. Mean relative errors

, and comparing the dif-
ferent methods were calculated for each region using the fol-
lowing equation:

(4)

Associated uncertainties , and
on these errors were computed using (5):

(5)

In (4) and (5), and denote the methods that are compared.
2) Realistic Example: To simulate highly realistic PET

scans of the thoracic region, data of a so-called “healthy”
patient without any lesion in the thorax was obtained. The CT
image of this patient was segmented into a nite number of
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Fig. 3. (Upper row) Coronal slice of the attenuation (left) and activity maps
(right) derived from the PET/CT acquisition of the “healthy” subject and used to
simulate the HP. (Lower row) Coronal slice of the attenuation (left) and activity
(right) maps used to simulate the TP.

different attenuation coefcient ranges. Each of these ranges
was associated with a material dened in GATE. The rst
range, corresponding to the lowest CT numbers, was associated
with material “Air”. The second range was associated with ma-
terial “Lung”. Then 20 ranges were associated with materials
having the same chemical composition (that of “Soft Tissue”
material) but varying in density (in a linear way) between the
lung density and the soft-tissues density. A last range was
dened to represent bones (with an attenuation coefcient of

at 511 keV). In this way the attenuation
map of the HP, based on material denitions, was derived. The
reconstructed PET image, expressed in Standardized Uptake
Value (SUV) units, was directly used to derive the activity map
of the HP, by assigning an amount of activity for each voxel
proportional to the voxel value (assuming an injection of 5
MBq/kg). By doing so, the physiological uptake in non-tumor
regions was simulated in a realistic attenuation medium (see
Fig. 3). Input maps were sampled in voxels
of for each bed position. Three successive
bed positions were used to cover the entire thoracic region
(corresponding to a total of 87 slices for a bed translation of 21
slices).
For the TP simulation, tumor contours were used to dene le-

sions that were inserted in the attenuationmap of the HP (Fig. 3).
These contours were obtained from the manual delineation of
real lung tumors in PET/CT images by an experienced nuclear
medicine physician. The attenuation coefcient corresponding
to soft tissue was assigned to the added tumors. In this simu-
lation, we inserted a tumor with uniform activity in each lung
(SUV of 5 in the right lung and 3 in the left lung).
In a rst study, the prompt coincidences from the HP and

the TP were included in the reconstruction, and all corrections
were performed based on (1), (2) and (3). In a second study,
the prompt coincidences from the TP but only the unscattered
trues from the HP were included. In this case sinograms and
were set to 0 and sinogram contained only unscattered

trues. Monte Carlo scatter correction [3], [4] was applied to the
original clinical PET data and to the simulated data. In order

to obtain “clinical-like” PET images, 2 iterations and 16 sub-
sets were used in the OSEM reconstruction, followed by a 3-D
Gaussian post-smoothing using a 6 mm full-width at half max-
imum (FWHM) parameter. However, to produce the PET image
used to design the HP simulation, 100 iterations and 16 subsets
were used, without post-smoothing. This ensured the highest
resolution possible in the PET image used as an input of the
simulation.
The strategy described in this subsection, to simulate a real-

istic PET scan including tumors, is totally independent of the
one described in Section II-A. In fact, the latter can be used to
speed-up the simulations of multiple tumor sets of a given pa-
tient. This explains why we used it. However, the simulation
of a realistic PET scan can be done all at once, i.e. simulating
the tumoral and non-tumoral physiological activity at the same
time. In this case, the attenuation map of the TP is used, and the
activity map is dened by the one of the HP in which the tumor
regions are included.

B. Simulation of Serial PET Scans in the Context of Patient
Monitoring

Data of a “healthy” patient without any lesion in the thorax
was used. Five successive PET/CT scans of this patient were
available, acquired at (pre-therapy), months,
months, months and months (Fig. 4). The PET im-
ages were reconstructed on the scanner console using the clin-
ical reconstruction protocol based on 3D-RAMLA using blobs
[25], with 2 iterations, 2.5 mm blob radius and 0.005 relax-
ation parameter. The CT data (1 mm pixel size and 5 mm slice
thickness) were used to calculate the registration parameters be-
tween each scan, in ROIs that excluded the volume outside of
the rib cage (as illustrated in Fig. 1). Real contours of lung tu-
mors obtained from the manual delineation of real lung tumors
on PET/CT images by an experienced nuclear physician were
used. The delineation was performed for a patient that under-
went 5 scans before and during chemotherapy. The contours
were used to insert tumors in the 5 scans of the “healthy” sub-
ject using the method described in Section II-B. In this way, the
tumor contours in a scan were always different from the tumor
contours in the previous scan, and reected the changes in tumor
contours seen in the real patient between each scan. A total of
six tumors were included in this patient. To model the activity
concentration changes in the tumors from one scan to another,
the changes seen in the real patient study were modeled in our
simulated study. The tumor activity in each scan and each tumor
was calculated as the mean activity in the tumor region delin-
eated in the real PET scans andwas assumed to be homogeneous
within the tumor. The simulations were performed as described
in Section II-A. Simulated data were corrected, reconstructed
and post-processed as described in Section III-A-2.
The validity of the tumor relocation process was qualitatively

investigated as follows: each simulated scan was registered on
the rst scan using a rigid transformation calculated in a dif-
ferent way from that described in Section II-B. For this regis-
tration, the entire region R was used (without splitting in sets of
slices) and the algorithm minimized the squared difference be-
tween the 2 image volumes, and trilinear interpolation was used.
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Fig. 4. 5 successive PET scans of the “healthy” patient (without any tumor
in the lungs) scanned at (pre-therapy), months, months,

months and months. All these coronal slices correspond to a same
image location. The grey scale is the same for all images. There is non-negligible
patient physiological uptake variability between scans along therapy.

Fig. 5. Reconstructed images obtained using the 3 methods for a lesion radius
of 20 mm and for a contrast of 4. (A) Unscattered trues from the GS
simulation. (B) Unscattered trues from theMO simulation. (C) Unscattered trues
from the PM simulation. (D) Prompts from the GS simulation. (E) Prompt from
the PM simulation. No difference can be seen between A, B and C, nor between
D and E.

Tumors were then segmented using a 40% threshold (T40%)
with respect to the maximum SUV in the tumor [26]. Contours
obtained using the T40% were superimposed on the tumor as
seen on the 5 scans (Fig. 9).

IV. RESULTS

A. Simulation of a Single PET Scan
1) Numerical Phantom Study: Images resulting from the

PM, MO and GS methods had no visual differences, and this
was true when comparing images reconstructed using only
the unscattered trues, or using all coincidences. Example of
images obtained for a lesion radius of 20 mm and an activity
ratio of 4 are shown in Fig. 5. Using only unscattered
trues, the mean errors and associated variations over all radii
and contrasts for were 0.02 0.32% and 0.06 0.29%
for and , respectively. For they
were 0.04 0.21% and 0.08 0.20% for and

, respectively. Using all prompts and all correc-
tions, errors were and for

and respectively. These relative
errors in regions and depended on neither lesion contrast
nor lesion size. Errors obtained in region (the lesion) are
shown in Fig. 6.
Graphs 6A shows the relative errors between the MO and GS

simulations when using only the unscattered trues. For lesion
radii of 20 mm and 40 mm, the errors were almost constant

and did not depend on the activity ratio.

Fig. 6. Relative errors obtained in region . (A) Relative errors
between the MO and GS simulations using only the unscattered trues. (B) Rel-
ative errors between the PM and MO simulations using only the
unscattered trues. (C) Relative errors between the PM and GS
simulations using all prompt coincidences.

However, for the smallest lesion (i.e. 10 mm) the error reached
5% or more for the low contrasts, but decreased when contrast

increased and tended to 2%. For this 10 mm sphere and for
low activity ratios, the variability of the relative error was about
10.5% while it decreased to 2.5% for activity ratios greater than
3. This variability can be explained by the very low statistics
of these TP simulations ( unscattered trues for a
2 min scan and the lowest activity ratio), by the fact that only
6 replicates were available, and also because the ROI consisted
of 56 voxels only.
Graph 6B shows the relative errors between the PM and

MO simulations when using only the unscattered trues. It thus
only reects the errors due to recombining datasets simulated
with different attenuation media. For lesion radii of 20 mm and
40 mm, the errors were almost zero . For the
10 mm radius, the error reached 4% for the lowest contrast, with
a variability of 12.8%, for the same reason as that explaining
the variability in graph 6A.
Graph 6C shows that when using all prompt coincidences and

all corrections, the bigger the lesion radius, the higher the errors,
when comparing PM to GS. However for high contrasts, errors
converge to 0.5, 1 and 1.5% for lesion radii of 10, 20 and 40mm,
respectively.
All these results were obtained using the strategy to deal with

multiple coincidences consisting in keeping only the coinci-
dence involving the photons with the highest detected energy.
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Fig. 7. Axial and coronal slices of PET images from (A) the original clinical
data, (B) the simulated unscattered trues from the HP and prompts from the TP,
and (C) the simulated prompts from the HP and the TP. The gray scale is the
same for all images. Tumors shown in (B) and (C) have an SUV of 5 (in the
right lung) and 3 (in the left lung).

However, for the case of a tumor radius of 40 mm and activity
ratio of 4, we ran the simulation with three different
strategies for dealing with multiple coincidences: keep all, keep
only the one with the highest energy (i.e. the default one), dis-
card all. For each strategy, we calculated the relative error be-
tween the total number of unscattered trues coming from the
tumor in the GS simulation, and in the TP simulation. The errors
were 0.05%, 1.22% and 2.95% respectively for the three strate-
gies listed above. The error of 1.22% corresponds to the point on
graph 6A for the same tumor characteristics. These error mag-
nitudes were consistent with the fact that the proportion of un-
scattered trues coming from multiple coincidences with respect
to the total of unscattered trues was 2.80% and 0.16% respec-
tively for the GS and TP simulations, due to the large difference
in the amount of activity in the FOV.
2) Realistic Example: To illustrate the proposed method in a

realistic context, Fig. 7 shows axial and coronal images resulting
from the patient study described in Section III-A-2. All images
were reconstructed using the clinical reconstruction parameters.
Images 7Awere obtained using the original clinical data, images
7B were obtained using simulated unscattered trues from the HP
and prompts from the TP, while images 7C were obtained using
simulated prompts from the HP and the TP. Images 7A and 7B
look similar (except for the added tumors in 7B and a small loss
of contrast)while in images 7C, some noise increase and contrast
loss can be clearly observed compared to images 7A.
About 433 CPU hours ( 18 days) were needed for the HP

simulation, and about 3 CPU hours for the TP (on an Intel Xeon
2.66 GHz). This means that each time this patient is simulated
with a new set of tumors, 433 CPU hours of computational time
are saved.

Fig. 8. Coronal slices of a simulated patient study. From left to right, 5 suc-
cessive scans of the “healthy” subject with inserted tumors based on real lung
tumor contours.

Fig. 9. Reconstructed images showing the tumor changes along the simulated
serial scans. From left to right, the same tumor from the 1 to the 5 scan
(each scan registered on the 1 ), cropped exactly in the same image location.
The gray scale is the same in all images. Contours obtained using the T40%
method are shown in colored lines, and superimposed in the last image to show
the consistency of the tumor placement from one scan to another.

B. Simulation of Serial PET Scans in the Context of Patient
Monitoring

Fig. 8 shows coronal views of the reconstructed images ob-
tained for the patient simulation described in Section III-B. The
coronal slices shown for this study correspond to the coronal
slices of the “healthy” patient shown in Fig. 4. The total CPU
time for the 5 HP simulations was about 1719 hours ( 72 days),
while 61 CPU hours were needed for the TP simulations (Intel
Xeon 2.66 GHz).
Using these simulated serial PET scans, we chose a tumor

that could be seen on the 5 scans. Cropped images of this tumor
are shown in Fig. 9 where the contours obtained with the T40%
method are also shown. These cropped images were all taken
exactly in the same image location (after image registration).
Finally a superimposition of the 5 contours is also shown to
demonstrate the changes in the tumor. The superimposed tumor
contours show the consistency of the tumor placement in the
serial scans.

V. DISCUSSION

A. Strategy for Efcient Data Simulations

Given the large computational time needed to perform real-
istic simulations of clinical PET scans, we introduced a strategy
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in which the background activity distribution needs to be simu-
lated only once, while various sets of tumors can be simulated
separately. The simulated data corresponding to the background
activity and to each tumor set are then recombined and recon-
structed. Using this approach, the generation of a new dataset of
the same patient but with a different set of tumors is more than
25 times faster (in these examples) than the complete simulation
of the patient with tumors. This speed up factor depends on the
total activity in the simulated set of tumors: the smaller it is, the
higher the speed up factor.
The idea of inserting tumors into “healthy” datasets was pro-

posed earlier [14]–[16]. However, no detail was given on how
issues raised by this technique were dealt with. We investigated
in details the approach, in the context of PET.
Given that a number of steps involved in PET imaging and

reconstruction are non-linear, it was essential to rst assess the
biases that are potentially introduced in the simulated images
by this recombination approach. For this evaluation, we used a
simple numerical phantom. We used either true unscattered or
prompt coincidences, simulated or not in different attenuation
media, to be able to evaluate the different sources of errors.
The small and constant positive bias (between 1 and 2%) ob-

served when comparing MO to GS with only trues (Fig. 6(a))
can be explained by the way multiple coincidences were pro-
cessed. In our study, when amultiple coincidence occurred, only
a coincidence involving the two photons with the highest energy
was kept. There are statistically more multiple coincidences in
the GS simulation than in the PM or MO simulations, given that
the activity in the FOV is greater. In total, more true unscat-
tered coincidences would thus be implied in the production of
multiple coincidences. For a tumor radius of 40 mm and an ac-
tivity ratio of 4, 2.80% of true unscattered coincidences
coming from the tumor in the GS were implied in multiple coin-
cidences (0.16% in the TP). Therefore, if multiple coincidences
were all discarded, more true unscattered coincidences in the
GS simulation would be lost than in the PM or MO simulations.
This would result in a positive bias when comparing the MO (or
PM) to the GS. Conversely, if all multiple coincidences were
recorded, no true unscattered coincidences would be lost in any
case, and we would not expect any bias when merging HP and
TP simulated data. This was actually checked for the case of a
tumor radius of 40 mm and activity ratio of 4 by running
it with three different strategies for dealing with multiple coin-
cidences (cf. end of Section IV-A-1). This also explains why the
errors increased with smaller tumors (and/or smaller contrast),
as the proportion of multiple coincidences for the TP simula-
tions almost becomes 0, and this error was conned to smaller
volumes.
As the HP and TP simulations are affected by different atten-

uation media, we rst corrected the prompt sinogram of the
HP by multiplying it by the corresponding attenuation coef-
cient sinogram and we then virtually attenuated the resulting
sinogram by the attenuation coefcient sinogram of the TP
(2). The data in (2) were thus all affected by the same atten-
uation , so that this sinogram could be used to weight for
attenuation in the OP-OSEM reconstruction. This would obvi-
ously not be needed for tumors located in regions with an at-
tenuation coefcient equal to that of the tumor: the and

sinograms would then be identical (as in the MO simulations).
The small error (Fig. 6(b)) due to this change in attenuation co-
efcient in the tumor region would therefore disappear.
In our approach consisting of merging HP and TP simulated

data, some random coincidences cannot be simulated, namely
those that would occur between a photon coming from a tumor
region and a photon coming from the “healthy” part. In addition,
some photons coming from the “healthy” part may have scat-
tered in the tumor region. These photons cannot exist when sep-
arately simulating the HP and TP data and then merging them.
These random and scattered coincidences can thus be regarded
as “perfectly” corrected. When using all prompt events during
the reconstruction, this phenomenon introduces a bias between
the merged (MO and PM) and non-merged data (GS), given that
these events are actually not perfectly corrected for in the GS
simulations. However, this bias is negligible because the propor-
tion of these coincidences is small compared to the total number
of coincidences, and the current corrections for scatter and ran-
doms have good accuracy.
When using the convolution based scatter correction method

[19], a xed scatter fraction must be set a priori to scale the
scatter sinogram to the measured prompt sinogram. If a tumor
region has a higher attenuation coefcient than the region in
which it is located (as for lung tumors), the scatter fraction in
the GS would be larger than in the HP plus TP. Moreover, the
bigger the tumor, the larger this difference in scatter fraction.
Therefore, when using a xed scatter fraction as in the convolu-
tion based scatter correction, a negative bias is expected when
comparing PM to GS. The bigger the tumor region, the larger
the bias, as actually observed in Fig. 6(c). This problemmight be
reduced by using alternative scatter corrections, such as Single
Scatter Simulation [27] technique or Monte Carlo based scatter
simulation [3], [4].
In this study dead times were not modeled. With dead times,

the number of lost events would be larger for the HP simulation
than for the TP, as the FOV activity in larger in the HP simula-
tion. Thus HP and TP simulated coincidences would need to be
separately corrected for dead time effects.

B. Strategy for Realistic Data Simulations

The simulation of highly realistic datasets including tumors
requires accurate modeling of heterogeneous background ac-
tivity distributions. Although this can be partly achieved using
complex phantoms consisting of many organs such as the XCAT
phantom, these phantoms still assume that the activity in a given
organ or structure is uniform. Even if there is an increasingly
number of small structures, it is still hard to know how to set
the activity concentration inside these structures.
To overcome this limitation, we proposed modeling back-

ground physiological activity distributions based on real activity
distributions observed in patients’ reconstructed images, for use
as an input to the MC simulations. This technique avoids the
arbitrary choice of activity concentrations in different regions,
but ensures a realistic heterogeneous activity distribution. How-
ever, it also has limitations, namely the nite spatial resolution
of the input activity map, the associated noise and possible arti-
facts. If no artifact is present in the images used as the input
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data to the simulations, the trade-off between noise and spa-
tial resolution can be well controlled, as shown in another study
[28]. In [28], we show that the spatial resolution of the input ac-
tivity map should be as high as possible, regardless of the noise
level, as the noise in the input image does not propagate into
the simulated data. We therefore used an activity map of the HP
corresponding to a highly iterated (100 iterations and 16 sub-
sets) image. However, for the simulation of serial PET scans,
we could only access the clinical images reconstructed on the
scanner console, but not the original sinograms of the “healthy”
patient. As the resolution of these clinical images was poorer
than in highly iterated images, a loss of contrast can be seen be-
tween original (Fig. 4) and simulated PET images (Fig. 8). A
detailed investigation of the impact of the noise and resolution
in the activity map used as an input for the simulation, for both
PET and SPECT, can be found in [28].
Using clinical PET/CT scans as an input to the simulation

can be a relevant alternative to using complex anthropomor-
phic phantoms such as the XCAT or Zubal phantoms. The sim-
ulated images can be used to get an assessment of quantica-
tion method performance in conditions close to those encoun-
tered in real patient scans. We previously showed that the per-
formance of a quantication method was poorer when assessed
using realistic simulated data than when using simpler phantom
experiments [9]. The performance of quantication methods as
measured on very realistic simulated data can be more readily
extrapolated to real clinical conditions than when using simple
phantoms or simulations.
In Fig. 7, images obtained using the prompts of the TP and

either the prompts or only unscattered trues of the HP are both
shown. Image 7B is visually similar to image 7A, suggesting
that images reconstructed using only the unscattered trues from
the HP might be appropriate for assessing detection, segmenta-
tion and quantication tasks. This is because the activity maps of
the HP used for the simulation were already affected by imper-
fect scatter and random corrections. When prompt events of the
HP are used, the reconstructed image (Fig. 7(c)) is more easily
distinguished from the original image (Fig. 7(a)). This is be-
cause the activity distribution initially biased by imperfect cor-
rections is again reconstructed with imperfect corrections (and
associated noise increase due to non-smoothed random correc-
tion). This is also why we used a Monte Carlo scatter correction
for the realistic example shown in Fig. 7, which is more accurate
than the convolution-based method used for the simple phantom
experiment.
The proposed method was extended to simulate serial PET

scans. The only additional challenge was to properly relocate
the tumor from one scan to another. By using appropriate
constraints, our relocation approach produces realistic results
(Figs. 8 and 9). Our simulation approach thus makes it possible
to simulate serial PET scans appropriate for assessing methods
that detect and characterize tumor changes between scans [29].
A similar approach could also be used to simulate respiratory
gated scans when 4D PET/CT data are available, either using a
model describing the tumor deformation through the respiratory
cycle, or using tumor contours drawn from real respiratory
gated PET images.

As mentioned previously, the strategy to simulate highly real-
istic PET images with tumors, whether in the context of therapy
monitoring or not, is completely independent of the strategy to
speed-up the simulations. A single PET scan of a patient with
tumors can be made all at once, i.e. simulating all non-patholog-
ical and tumoral activity at the same time. In this way, however,
the simulations of many cases are more time consuming, but en-
sure totally unbiased simulated data.
It is also important to state that healthy patient data were ob-

tained from patients in which no visually detectable tumors were
located inside the eld of view used in the simulation (for in-
stance, a patient with a colorectal cancer might be used to sim-
ulate thorax PET scans). Patients with a PET scan showing a
complete response to therapy can thus also be used as the HP
for simulations.
The methods described in this paper have already been used

in the context of PET Monte Carlo simulations of lung cancer
patients, using the GATE simulation software [1], [30]. They
could be used with any simulation, and could be extended to
any type of cancer, and heterogeneous uptake in tumors could
be modeled to improve the realism of the simulations [9], [10],
[31]. They can also be used in SPECT, as was already done
in lesion detectability studies [14]–[16], using another Monte
Carlo software.

VI. CONCLUSION

In this work, we described a method to simulate realistic PET
images of patients including tumors and heterogeneous phys-
iological uptake. This method is based on the use of real pa-
tient PET/CT data as the input of the simulation. We extended
the method to the simulation of serial PET scans in the context
of therapy monitoring, including realistic tumor placement and
evolution.
We also described and assessed an efcient method to simu-

late databases of pathological cases for which the non-tumoral
physiological uptake stays unchanged. The simulations of the
physiological and tumoral uptakes are performed separately and
then recombined, with the former being performed only once.
We demonstrated that this procedure introduced small errors (in
the order of 1–2%) compared to a single simulation in which all
uptakes are simulated simultaneously.
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